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Paper goals:

Given an arbitrary set of unlabeled images:

1. Discovering a set of discriminative patches.
pa ofl= fis

2. Unsupervised discovering algorithm.




Reguirements

Two key requirements

* representative: Need to occur frequently enough

* discriminative: Need to be different enough from the
rest of the “visual world”
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Representative

Representative & Not discrminative
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Motivation

1. Discover small number of discriminative patches that
capture the essence" of that data




Discriminative patchesseem instantly more intuitive than
visual words

2. Replacevisual words.

3. Performance improving of existing .
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Prior-Waks 2001

Method:
Histogrammindeatures at an intermediate scal

Constructing a vocabulary of prototype tiny surface patches



Prior-Works 2001

Images at different
light/view directions
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Advantage: Unsupervisedlictionary creating
Drawback: Restricted to texture representation
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[9] Leung, T., Malik, J.: Representing and recognizing the visual appearance of materials ustdgriarstonal textons. (2001



Prior-Works2002

Method: Using features at an intermediate sca
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Advantage Unsupervised patch dictionary cneat
Drawback: Single object per train image




Prior-Works 2002

Drawback: Dictionary patches are natwaysdiscriminative

[8] Visual features of intermediate complexity and their use in ¢lesson. NATURE AMERICA (2002)




Prior-Works 2003

Method:
Looking at highlevel feature$ Visualwords.

Advantage Unsupervised patch dictionary creating
Drawback: Not discriminative enough visually.

[1] Video Google: A text retrieval approach to object matching in videos. In: ICCV. (2003)



Prior-Works2004

Method:
Patches extracted at sparse intepestts (SIFT)
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Drawback: Requires exact instance matching.

[12] Lowe, D.: Distinctive image features from scale-invariant keypoints. [JCV (2004)



Prior-Works 2006
I\/Iethod Bags of featurewith Spatlal Pyramid.

Dictionary




Prior-Works 2006

{ Histogram represents tlextractedmid-level patch.

Ylimagedistance metric is learned by SVM

IDrawbacks:

' Required labeled images for supervised training.
' Required similarity betweemages.

{Low ability to measure distance between two patches

Beyond bags of features: Spatial pyramid matching for recognizing natural scene categories. In: CVPR. (2006)



Prior-Works2008

Method: Using the whole image as a primitive.

Kenya Hyderabad | Mongolia SouthAfrica

Drawback: Requires extraordinary large amou
of training data

[7] Hays, J., Efros, A.A.: im2gps: estimating geographic information from a single image. In: CVPR. (2008).



Prior-Works2009

Method:
Looking at highlevel feature$ Poselets.

Residual

Error:

0.15 0.20 0.10 0.85 0.15 0.35

{Poselets are discriminative parts describes parts of a pos

Requirements
1Should tell us about the 3D pose

1Should be easy to find from a 2D input image



Prior-Works 2009

Advantage: The poselets are indeed discriminative.

Drawback: Requires notirivial amounts of handabeled
training data.

[17] Bourdev, L., Malik, J.: Poselets: Body part detectors trained using 3d human pose annotations. In: ICCV. (2009)
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Discovering Algorithm

Does KkMeans clusterig produce good clusters

ffUnsupervised #means has no choice but to use a-level

distance metri¢ L 2 , L1, Correlatio

T Low level distance metric does not work well for medium

sized patches



What Is good similarity metric ?

Similarity
Metric

Error-1 Error-2
Errorl << Erroi2



We needjood distance to achieve
goodclustering

X
E"ﬂ




Learning a similarty depends on
goodclustering

Linear SVM

Similarity Metric



Dictionary based on learned classifie

Dictionary

l Classifier 1
Mid-Level Classifier?
patch

Classifiern




The chicken and egg problem

Learning a
similarity
depends on
obtaining good
clusters

The clustering
of the patches

depends on goot
similarity metric




Solution idea:
lterative discriminative clustering

Create Initial clusteng of data

Learn a Add new cluste|

discriminative memberships
classifier for

each cluster

S—

Ye, J., Zhao, Z., Wu, M.: Discriminative k-means for clustering. In: NIPS. (2007)
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Does the Iterative discriminative
clusteringsatisfy goalrequirements

Representative
Theclustering stepwill latch onto frequently occurring patche

Discriminative
Theclassificationstepwill make sure that the cluster patches

different enough from the rest.
m Classification




Satisfying representative reguirem

Option 1.
TWill be rejected afterdneans

Option 2:
1 The score of this patch wilet wickedduring clustering
stage.

lteration




SatisfyingDiscriminative
requirement

1 This cluster includes 3 representative patches.

{1 The negative grouporrespondo this cluster icludes match

moresimilar patches.

{ Thelinear SVMtraining will befailed.



The Algorithm



